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#### Abstract

The Riccati equation method is used to obtain a fast convergent approximation method for the solution of second order linear ordinary differential equations. By using examples it is shown how fast the proposed method can converge.


## 1. Introduction

Let $p$ be a real-valued continuous function on $\left[T_{0}, T\right]$. Consider the second order linear ordinary differential equation

$$
\begin{equation*}
\phi^{\prime \prime}+p(t) \phi=0, \quad t \in\left[T_{0}, T\right] . \tag{1.1}
\end{equation*}
$$

In practice, the problem of finding the values of solutions of differential equations (in particular, of Eq. (1.1)) arises very often. This problem is solvable in the case when the solutions of a differential equation (in particular in the case of Eq. (1.1)) are representable in a closed form trough the known data of the equation. However this occurs in very rare cases. To solve this problem, many numerical methods have been developed for solving differential equations (in particular for solving Eq. (1.1)), and many works are devoted to them (see [1-10]) and cited works therein). Among them notice [4] in which an impressive fast convergent numerical method for solving second order linear ordinary differential equations is developed. Unfortunately, the fast convergence of this method has been demonstrated practically in some examples, but has not yet been proved mathematically, which is why it is unclear to which equations it can be effectively applied.

In this paper we propose a new approximation method for the solution of Eq. (1.1), based on the Riccati equation method. We show with examples how fast this method can converge.

[^0]
## 2. AUXILIARY PROPOSITIONS

. Let $[\alpha, \beta]$ be a subset of $\left[T_{0}, T\right]$. Consider the equation

$$
\begin{equation*}
\theta^{\prime \prime}+p(t) \theta=0, t \in[\alpha, \beta] \tag{2.1}
\end{equation*}
$$

and associated with it the Riccati equation

$$
\begin{equation*}
u^{\prime}=u^{2}+p(t), t \in[\alpha, \beta] . \tag{2.2}
\end{equation*}
$$

All solutions $u$ of (2.2), existing on $[\alpha, \beta]$, are connected with solutions $\theta(t)$ of Eq. (2.1) by the relations (see [11], p. 332)

$$
\begin{equation*}
\theta(t)=\theta\left(t_{0}\right) \exp \left\{-\int_{t_{0}}^{t} u(\tau) d \tau\right\}, \theta\left(t_{0}\right) \neq 0, t_{0}, t \in[\alpha, \beta] . \tag{2.3}
\end{equation*}
$$

For any $x \in \mathbb{C}([\alpha, \beta])$ denote by $\|x\|_{[\alpha, \beta]}=\|x\|$ the norm of $x$ in $\mathbb{C}([\alpha, \beta])$. Set

$$
p_{1}(t) \equiv \int_{\alpha}^{t} p(\tau) d \tau, \quad p_{n+1}(t) \equiv \mathbb{P}_{n}(t) \int_{\alpha}^{\tau} \frac{p(\tau)-p_{n}^{2}(\tau)}{\mathbb{P}_{n}(\tau)} d \tau
$$

where $\mathbb{P}_{n}(t) \equiv \exp \left\{2 \int_{\alpha}^{t} p_{n}(\tau) d \tau\right\}, t \in[\alpha, \beta], n=1,2, \ldots$.
Theorem 2.1. Let the following conditions be satisfied:

1) $(\beta-\alpha)(1+\|p\|) \leq 1$;
2) $(\beta-\alpha)\left(c^{2}+\|p\|\right) e^{(\beta-\alpha) c} \leq c$ for some $c \in(0,1]$.

Then the following assertions are valid:
I) the solution $u_{*}$ of Eq. (2.2) with $u_{*}(\alpha)=0$ exists on $[\alpha, \beta]$;
II) the sequence $\left\{p_{n}(t)\right\}_{n=1}^{+\infty}$ converges to $u_{*}$ in $\mathbb{C}^{1}([\alpha, \beta])$ and

$$
\begin{gather*}
\left\|u_{*}-p_{n}\right\| \leq \frac{e^{-2(\beta-\alpha) c}}{\beta-\alpha} E_{n}(\rho), n=1,2, \ldots  \tag{2.4}\\
\left\|u_{*}^{\prime}-p_{n}^{\prime}\right\| \leq \frac{2 c e^{-2(\beta-\alpha) c}}{\beta-\alpha} E_{n}(\rho)+\frac{e^{-4(\beta-\alpha) c}}{(\beta-\alpha)^{2}} E_{n-1}^{2}(\rho), n=2,3, \ldots \tag{2.5}
\end{gather*}
$$

where $\rho \equiv(\beta-\alpha) e^{(\beta-\alpha) c} \min \{\|p\|, c\}, E_{1}(\rho) \equiv \rho^{2}, E_{2}(\rho) \equiv \frac{\rho^{4}}{3}$,

$$
E_{n}(\rho) \equiv \frac{\rho^{2^{n}}}{\left(2^{1}-1\right)^{2^{n-1}}\left(2^{2}-1\right)^{2^{n-2}} \ldots\left(2^{n}-1\right)}, n=3,4, \ldots
$$

Proof. Set $M \equiv \max _{t \in[\alpha, \beta], 0 \leq|u| \leq \gamma}\left|u^{2}+p(t)\right|, h \equiv \min \left\{\beta-\alpha, \frac{\gamma}{M}\right\}, \gamma>0$. Since the function $f(t ; u) \equiv u^{2}+p(t)$ is continuous on the domain $\{(t ; u): t \in[\alpha, \beta], 0 \leq$ $u \leq \gamma\}$, by Peano's theorem (see [11] p. 10) Eq. (2.2) has a solution $u_{*}$ on $[\alpha, \beta]$. Therefore the assertion $I$ ) will be proved if we show that it is always possible to take $h=\beta-\alpha$. If $\|P\|=0$, then for $\gamma=\frac{1}{\beta-\alpha}$, we have $h=\beta-\alpha$ (since in this case
$\left.\frac{\gamma}{M}=\beta-\alpha\right)$. If $\|p\| \neq 0$, then taking $\gamma=\|p\|$, we obtain $M \leq\|p\|^{2}+\|p\|$. By the condition 1), from here it follows that $\frac{\gamma}{M} \geq \frac{\|p\|}{\|p\|^{2}+\|p\|} \geq \frac{1}{\|p\|+1} \geq \beta-\alpha$. Therefore in this case, we have also $h=\beta-\alpha$. The assertion I) is proved. Now we prove II). By (2.2), we have

$$
\begin{equation*}
u_{*}(t)=u_{1}(t)+p_{1}(t), t \in[\alpha, \beta], \tag{2.6}
\end{equation*}
$$

where $u_{1}(t) \equiv \int_{\alpha}^{t} u_{*}^{2}(\tau) d \tau, \quad t \in[\alpha, \beta]$. Using (2.2), from here, we obtain

$$
\begin{equation*}
u_{*}^{\prime}(t)-2 p_{1}(t) u_{*}(t)=u_{1}^{2}(t)-p_{1}^{2}(t)+p(t), t \in[\alpha, \beta] . \tag{2.7}
\end{equation*}
$$

Let $\mathfrak{M}_{1}$ be an integral operator, acting on $\mathbb{C}([\alpha, \beta])$ by the rule

$$
\left(\mathfrak{M}_{1} u\right)(t)=\mathbb{P}_{1}(t) \int_{\alpha}^{t} \frac{u(\tau)}{\mathbb{P}_{1}(\tau)} d \tau, \quad u \in \mathbb{C}([\alpha, \beta])
$$

Acting on both sides of (2.7) by $\mathfrak{M}_{1}$ and taking into account that $u_{*}(\alpha)=0$, we obtain

$$
\begin{equation*}
u_{*}(t)=u_{2}(t)+p_{2}(t), t \in[\alpha, \beta] \tag{2.8}
\end{equation*}
$$

where $u_{2}(t) \equiv \mathbb{P}_{1}(t) \int_{\alpha}^{t} \frac{u_{1}^{2}(\tau)}{\mathbb{P}_{1}(\tau)} d \tau, t \in[\alpha, \beta]$. Using again (2.2), by the analogy of (2.7), from here we obtain

$$
\begin{equation*}
u_{*}^{\prime}(t)-2 p_{2}(t) u_{*}(t)=u_{2}^{2}(t)-p_{2}^{2}(t)+p(t), t \in[\alpha, \beta] . \tag{2.9}
\end{equation*}
$$

Let $\mathfrak{M}_{2}$ be an integral operator, acting on $\mathbb{C}([\alpha, \beta])$ by the rule

$$
\left(\mathfrak{M}_{2} u\right)(t)=\mathbb{P}_{2}(t) \int_{\alpha}^{t} \frac{u(\tau)}{\mathbb{P}_{2}(\tau)} d \tau, u \in \mathbb{C}([\alpha, \beta])
$$

Acting on both sides of (2.9) by $\mathfrak{M}_{2}$ and taking into account that $u_{*}(\alpha)=0$, we get

$$
u_{*}(t)=u_{3}(t)+p_{3}(t), t \in[\alpha, \beta],
$$

 recursive determination of $u_{1}(t), u_{2}(t), u_{3}(t), \ldots$ for the general case of $n$ (taking into account (2.6)-(2.9)) we obtain the recursive formulae

$$
\begin{equation*}
u_{*}(t)=u_{n}(t)+p_{n}(t), t \in[\alpha, \beta], \tag{2.10}
\end{equation*}
$$

where $u_{n}(t) \equiv \mathbb{P}_{n}(t) \int_{\alpha}^{t} \frac{u_{n-1}^{2}(\tau)}{\mathbb{P}_{n}(\tau)} d \tau, t \in[\alpha, \beta], n=2,3, \ldots$. Let us estimate the norms $\left\|u_{*}\right\|,\left\|p_{n}\right\|, n=1,2, \ldots$. Now we show that

$$
\begin{equation*}
\left\|p_{n}\right\| \leq c, \quad n=1,2, \ldots \tag{2.11}
\end{equation*}
$$

By 2) for $n=1$, we have

$$
\left\|p_{1}\right\| \leq(\beta-\alpha)\|p\| \leq(\beta-\alpha)\left(c^{2}+\|p\|\right) e^{2(\beta-\alpha) c} \leq c
$$

Therefore (2.11) is valid for $n=1$. Suppose (2.11) is valid for some $n=k$. We show that it is valid also for $n=k+1$. Since $\left\|p_{k}\right\| \leq c$, we have

$$
\left\|p_{k+1}\right\|=\max _{t \in[\alpha, \beta]}\left|\int_{\alpha}^{t} \exp \left\{2 \int_{\tau}^{t} p_{k}(s) d s\right\}\left(p(\tau)-p_{k}^{2}(\tau)\right) d \tau\right| \leq(\beta-\alpha) e^{2(\beta-\alpha) c}\left[\|p\|+c^{2}\right]
$$

This together with 2) implies (2.11) for $n=k+1$. Therefore (2.11) is valid for all $n=1,2, \ldots$ Obviously

$$
\left|u_{1}(t)\right|=\left|\int_{\alpha}^{t} u_{*}^{2}(\tau) d \tau\right| \leq(t-\alpha)\left\|u_{*}\right\|^{2}, t \in[\alpha, \beta]
$$

From here and from (2.11) we get

$$
\left|u_{2}(t)\right| \leq e^{2(\beta-\alpha) c} \frac{(t-\alpha)^{3}}{3}\left\|u_{*}\right\|^{2^{2}}, t \in[\alpha, \beta]
$$

which together with (2.11) implies

$$
\left|u_{3}(t)\right| \leq e^{\left(2+2^{2}\right)(\beta-\alpha) c} \frac{(t-\alpha)^{7}}{3^{2} 7^{1}}\left\|u_{*}\right\|^{2^{3}}, t \in[\alpha, \beta]
$$

and so on. Continuing this process of successive estimations in the general case of $n$ we obtain

$$
\left|u_{n}(t)\right| \leq e^{\left(2+2^{2}+\ldots+2^{n-1}\right)(\beta-\alpha) c} \frac{(t-\alpha)^{2^{n}-1}}{\left(2^{1}-1\right)^{2^{n-1}}\left(2^{2}-1\right)^{2^{n-2}} \ldots\left(2^{n}-1\right)}\left\|u_{*}\right\|^{2^{n}}, t \in[\alpha, \beta]
$$

$n=1,2, \ldots$ From here it follows

$$
\begin{equation*}
\left\|u_{n}\right\| \leq \frac{e^{-2(\beta-\alpha) c}}{\beta-\alpha} \frac{\left[(\beta-\alpha) e^{(\beta-\alpha) c}\left\|u_{*}\right\|\right]^{2^{n}}}{\left(2^{1}-1\right)^{2^{n-1}}\left(2^{2}-1\right)^{2^{n-2}} \ldots\left(2^{n}-1\right)}, n=1,2, \ldots \tag{2.12}
\end{equation*}
$$

By the Peano's Theorem we have $\left\|u_{*}\right\| \leq\|p\|$. This together with 2) implies

$$
(\beta-\alpha) e^{(\beta-\alpha) c}\left\|u_{*}\right\| \leq(\beta-\alpha) e^{2(\beta-\alpha) c}\|p\| \leq \frac{c\|p\|}{c_{2}+\|p\|} \leq \frac{\|p\|}{c^{2}+\|p\|}<1
$$

From here, from (2.10) and (2.12) it follows that the sequence of functions $\left\{p_{n}(t)\right\}_{n=1}^{+\infty}$ converges to $u_{*}(t)$ in $\mathbb{C}([\alpha, \beta])$. Then since $\left\|u_{*}\right\| \leq\|p\|$ and by (2.11) $\left\|p_{n}\right\| \leq c, n=1,2, \ldots$ we have

$$
\begin{equation*}
\left\|u_{*}\right\| \leq \min \{\|p\|, c\} \tag{2.13}
\end{equation*}
$$

This together with (2.6), (2.10) and (2.12) implies (2.4). As far as $E_{n}(\rho) \rightarrow 0$ for $n \rightarrow+\infty$ then to complete the proof of the theorem it is enough to prove (2.5). It is not difficult to verify that

$$
u_{*}^{\prime}(t)-p_{n}^{\prime}(t)=u_{n-1}^{2}(t)+2 p_{n}(t) u_{n}(t), \quad n=2,3, \ldots
$$

This together with (2.4), (2.10) and (2.11) implies (2.5). The theorem is proved. $\square$
For any matrix $A \equiv\left(a_{i j}\right)_{i, j=1}^{2} \quad\left(a_{i j} \in \mathbb{R}, \quad i, j=1,2\right)$ denote by $\|A\|$ the norm $\max _{j=1,2} \sum_{i=1}^{2}\left|a_{i j}\right|$ of $A$. Then for any matrix $B \equiv\left(b_{i, j}\right)_{i, j=1}^{2} \quad\left(b_{i j} \in \mathbb{R}, i, j=1,2\right)$ the following relations are valid.

$$
\begin{equation*}
\|\lambda A+\mu B\| \leq|\lambda\||A\|+|\mu|\| B\|, \quad \lambda, \mu \in \mathbb{R}, \quad\| A B\|\leq\| A\| \| B \| \tag{2.14}
\end{equation*}
$$

By (2.3) under the conditions of Theorem 2.1 we have a solution of Eq. (2.1) of the form

$$
\theta_{0}(t) \equiv \exp \left\{-\int_{\alpha}^{t} u_{*}(\tau) d \tau\right\}, t \in[\alpha, \beta]
$$

Another solution of Eq. (2.1), linearly independent of $\theta_{0}(t)$, can be given by the formula (see [11], p. 327)

$$
\begin{equation*}
\theta_{1}(t) \equiv \theta_{0}(t) \int_{\alpha}^{t} \frac{d \tau}{\theta_{0}^{2}(\tau)}, t \in[\alpha, \beta] \tag{2.15}
\end{equation*}
$$

Set

$$
\begin{gathered}
\theta_{n, 0}(t) \equiv \exp \left\{-\int_{\alpha}^{t} p_{n}(\tau) d \tau\right\}, \quad \theta_{n, 1}(t) \equiv \theta_{n, 0}(t) \int_{\alpha}^{t} \frac{d \tau}{\theta_{n, 0}^{2}(\tau)} \\
\Theta(t) \equiv\left(\begin{array}{cc}
\theta_{0}(t) & \theta_{1}(t) \\
\theta_{0}^{\prime}(t) & \theta_{1}^{\prime}(t)
\end{array}\right), \quad \Theta_{n}(t) \equiv\left(\begin{array}{cc}
\theta_{n, 0}(t) & \theta_{n, 1}(t) \\
\theta_{n, 0}^{\prime}(t) & \theta_{n, 1}^{\prime}(t)
\end{array}\right), t \in[\alpha, \beta], n=1,2, \ldots
\end{gathered}
$$

Corollary 2.1. Let the conditions of Theorem 2.1 be satisfied. Then the sequences $\left\{\theta_{n, 0}(t)\right\}_{n=1}^{+\infty}$ and $\left\{\theta_{n, 1}(t)\right\}_{n=1}^{+\infty}$ converge respectively to $\theta_{0}(t)$ and $\theta_{1}(t)$ in $\mathbb{C}^{2}([\alpha, \beta])$ and

$$
\begin{gather*}
\left\|\theta_{0}-\theta_{n, 0}\right\| \leq e^{-(\beta-\alpha) c} E_{n}(\rho), n=1,2, \ldots  \tag{2.16}\\
\left\|\theta_{0}^{\prime}-\theta_{n, 0}^{\prime}\right\| \leq\left[\frac{1}{\beta-\alpha}+c\right] e^{-(\beta-\alpha) c} E_{n}(\rho), n=1,2, \ldots  \tag{2.17}\\
\left\|\theta_{0}^{\prime \prime}-\theta_{n, 0}^{\prime \prime}\right\| \leq\|p\| e^{-(\beta-\alpha) c} E_{n}(\rho)+\frac{e^{-4(\beta-\alpha) c}}{(\beta-\alpha)^{2}}\left(E_{n-1}(\rho)+E_{n}(\rho)\right)^{2}, n=2,3, \ldots  \tag{2.18}\\
\left\|\theta_{1}-\theta_{n, 1}\right\| \leq e^{-(\beta-\alpha) c} E_{n}(\rho), n=1,2, \ldots  \tag{2.19}\\
\left\|\theta_{1}^{\prime}-\theta_{n, 1}^{\prime}\right\| \leq[2+c] e^{-(\beta-\alpha) c} E_{n}(\rho), n=1,2, \ldots \tag{2.20}
\end{gather*}
$$

$$
\begin{gather*}
\left\|\theta_{1}^{\prime \prime}-\theta_{n, 1}^{\prime \prime}\right\| \leq\|p\| e^{-(\beta-\alpha) c} E_{n}(\rho)+\frac{e^{-3(\beta-\alpha) c}}{\beta-\alpha}\left(E_{n-1}(\rho)+E_{n}(\rho)\right)^{2}, n=2,3, \ldots  \tag{2.21}\\
\left\|\Theta(t)-\Theta_{n}(t)\right\| \leq S_{0} e^{-(\beta-\alpha) c} E_{n}(\rho), \quad t \in[\alpha, \beta], m=1,2, \ldots \tag{2.22}
\end{gather*}
$$

where $S_{0} \equiv \max \left\{1+\frac{1}{\beta-\alpha}+c, 3+c\right\}$.
Proof. The inequality (2.22) we can obtain easily from (2.16), (2.17), (2.19) and (2.20) by using (2.14). The convergence of the sequences $\left\{\theta_{n, 0}(t)\right\}_{n=1}^{+\infty}$ and $\left\{\theta_{n, 1}(t)\right\}_{n=1}^{+\infty}$ respectively to $\theta_{0}(t)$ and $\theta_{1}(t)$ in $\mathbb{C}^{2}([\alpha, \beta])$ follows immediately from (2.16)-(2.21). Therefore to complete the proof of the corollary it is enough to prove (2.16)-(2.21). We have

$$
\begin{aligned}
\left|\theta_{0}(t)-\theta_{n, 0}(t)\right| & =\left|\exp \left\{-\int_{\alpha}^{t} u_{*}(\tau) d \tau\right\}-\exp \left\{-\int_{\alpha}^{t} p_{n}(\tau) d \tau\right\}\right| \leq \\
& \leq\left|\int_{\alpha}^{t}\left(u_{*}(\tau)-p_{n}(\tau)\right) d \tau\right| \exp \left\{\left|\int_{\alpha}^{t} u_{*}(\tau) d \tau\right|,\left|\int_{\alpha}^{t} p_{n}(\tau) d \tau\right|\right\}, t \in[\alpha, \beta]
\end{aligned}
$$

This together with (2.4), (2.11) and (2.13) implies (2.16). Obviously by (2.11) and (2.13) we have

$$
\begin{equation*}
\left\|\theta_{0}\right\| \leq e^{(\beta-\alpha) c},\left\|\theta_{n, 0}\right\| \leq e^{(\beta-\alpha) c} \tag{2.23}
\end{equation*}
$$

From here and from (2.16) it follows: $\left\|\theta_{0}^{\prime}-\theta_{n, 0}^{\prime}\right\|=\left\|-u_{*} \theta_{0}+p_{n} \theta_{n, 0}\right\| \leq\left\|\theta_{0}\right\| \| u_{*}-$ $p_{n}\|+\| p_{n}\| \| \theta_{0}-\theta_{n, 0}\left\|\leq e^{(\beta-\alpha) c}\right\| u_{*}-p_{n}\|+\| p_{n} \| e^{-(\beta-\alpha) c} E_{n}(\rho), \quad n=1,2, \ldots$ This together with (2.4) and (2.11) implies (2.17). We prove (2.18). Using the easily verifiable equalities

$$
p_{n}^{\prime}(t)=2 p_{n-1}(t) p_{n}(t)+p(t)-p_{n-1}^{2}(t), \quad t \in[\alpha, \beta], n=2,3, \ldots
$$

we obtain

$$
\theta_{n, 0}^{\prime \prime}(t)=\left(\left[p_{n}(t)-p_{n-1}(t)\right]^{2}-p(t)\right) \theta_{n, 0}, \quad t \in[\alpha, \beta], \quad n=2,3, \ldots
$$

Then

$$
\theta_{0}^{\prime \prime}(t)-\theta_{n, 0}^{\prime \prime}(t)=p(t)\left(\theta_{n, 0}(t)-\theta_{0}(t)\right)-\left[p_{n}(t)-p_{n-1}(t)\right]^{2} \theta_{n, 0}(t), \quad t \in[\alpha, \beta]
$$

From here it follows

$$
\begin{aligned}
\left\|\theta_{0}^{\prime \prime}-\theta_{n, 0}^{\prime \prime}\right\| & \leq\left\|\left[p_{n}-p_{n-1}\right]^{2}\right\|\left\|\theta_{n, 0}\right\|+\|p\|\left\|\theta_{n, 0}-\theta_{0}\right\| \leq \\
& \leq\left(\left\|u_{*}-p_{n}\right\|+\left\|u_{*}-p_{n-1}\right\|\right)^{2}\left\|\theta_{n, 0}\right\|+\|p\|\left\|\theta_{n, 0}-\theta_{0}\right\|
\end{aligned}
$$

This together with (2.4), (2.16) and (2.23) implies (2.18). It is not difficult to verify that

$$
\begin{equation*}
\left\|\theta_{1}\right\| \leq(\beta-\alpha) e^{(\beta-\alpha) c}, \quad\left\|\theta_{n, 1}\right\| \leq(\beta-\alpha) e^{(\beta-\alpha) c}, \quad n=1,2,3, \ldots \tag{2.24}
\end{equation*}
$$

We have

$$
\begin{aligned}
& \left|\theta_{1}(t)-\theta_{n, 1}(t)\right|= \\
& =\left|\int_{\alpha}^{t} \exp \left\{-\int_{\tau}^{t} u_{*}(s) d s+\int_{\alpha}^{\tau} u_{*}(s) d s\right\} d \tau-\int_{\alpha}^{t} \exp \left\{-\int_{\tau}^{t} u_{*}(s) d s+\int_{\alpha}^{\tau} u_{*}(s) d s\right\} d \tau\right| \\
& \leq \mid \int_{\alpha}^{t}\left(\int_{\alpha}^{\tau}\left[u_{*}(s)-p_{n}(s)\right] d s-\int_{\tau}^{t}\left[u_{*}(s)-p_{n}(s)\right] d s\right) \times \\
& \times \exp \left\{\max \left\{\left|-\int_{\tau}^{t} u_{*}(s) d s+\int_{\alpha}^{\tau} u_{*}(s) d s\right|,\left|-\int_{\tau}^{t} p_{n}(s) d s+\int_{\alpha}^{\tau} p_{n}(s) d s\right|\right\} d \tau, t \in[\alpha, \beta],\right. \\
& n=1,2,3, \ldots .
\end{aligned}
$$

This together with (2.4), (2.11) and (2.13) implies (2.19). Since
$\theta_{1}^{\prime}(t)=-u_{*}(t) \theta_{1}(t)=\frac{1}{\theta_{0}(t)}, \theta_{n, 1}^{\prime}(t)=-p_{n}(t) \theta_{n, 1}(t)=\frac{1}{\theta_{n, 0}(t)}, t \in[\alpha, \beta], n=1,2, \ldots$
we have

$$
\begin{equation*}
\left\|\theta_{1}^{\prime}-\theta_{n, 1}^{\prime}\right\| \leq\left\|u_{*}\right\|\left\|\theta_{1}-\theta_{n, 1}\right\|+\left\|\theta_{n, 1}\right\|\left\|u_{*}-^{\prime} p_{n}\right\|+\left\|\frac{1}{\theta_{0}}-\frac{1}{\theta_{n, 0}}\right\|, n=1,2, \ldots . \tag{2.25}
\end{equation*}
$$

We have also

$$
\begin{aligned}
& \left|\frac{1}{\theta_{0}(t)}-\frac{1}{\theta_{n, 0}(t)}\right|=\left|\exp \left\{\int_{\alpha}^{t} u_{*}(\tau) d \tau\right\}-\exp \left\{\int_{\alpha}^{t} p_{n}(\tau) d \tau\right\}\right| \leq \\
\leq & \left|\int_{\alpha}^{t}\left[u_{*}(\tau)-p_{n}(\tau)\right] d \tau\right| \exp \left\{\max \left\{\left|\int_{\alpha}^{t} u_{*}(\tau) d \tau\right|,\left|\int_{\alpha}^{t} p_{n}(\tau) d \tau\right|\right\}\right\}, t \in[\alpha, \beta], n=1,2, \ldots .
\end{aligned}
$$

This together with (2.4), (2.11) and (2.13) implies

$$
\left\|\frac{1}{\theta_{0}}-\frac{1}{\theta_{n, 0}}\right\| \leq e^{-(\beta-\alpha) c} E_{n}(\rho), n=1,2, \ldots
$$

From here, from (2.4), (2.13), (2.24) and (2.25) we obtain it follows (2.20). It is not difficult to verify that

$$
\theta_{n, 1}^{\prime \prime}(t)=\left[\left(p_{n}(t)-p_{n-1}(t)\right)^{2}-p(t)\right] \theta_{n, 1}(t), t \in[\alpha, \beta] . n=2,3, \ldots .
$$

Then since $\theta_{1}^{\prime \prime}(t)=-p(t) \theta_{1}(t), t \in[\alpha, \beta]$, we have
$\theta_{1}^{\prime \prime}(t)-\theta_{n, 1}^{\prime \prime}(t)=\theta_{n, 1}(t)\left(p_{n}(t)-p_{n-1}(t)\right)^{2}-p(t)\left(\theta_{1}(t)-\theta_{n, 1}(t)\right), t \in[\alpha, \beta], n=2,3, \ldots$.
From here it follows

$$
\left\|\theta_{1}^{\prime \prime}-\theta_{n, 1}\right\| \leq\|p\|\left\|\theta_{1}-\theta_{n, 1}\right\|+\left\|\theta_{n, 1}\right\|\left(\left\|p_{n}-u_{*}\right\|+\left\|p_{n-1}-u_{*}\right\|\right)^{2} .
$$

This together with (2.4), (2.19) and (2.24) implies (2.21).
The corollary is proved.

## 3. FAST CONVERGENT APPROXIMATION METHOD

From the conditions of Theorem 2.1 is seen that they are satisfied if $\beta-\alpha$ is small enough. This suggests how to to use Theorem 2.1 to construct approximate solutions for Eq. (1.1) on arbitrarily large intervals $\left[T_{0}, T\right]$. Obviously to do this it is enough to partition the interval $\left[T_{0}, T\right]$ in a sum (union) of small intervals so that for each of them Theorem 2.1 holds, and after that to construct an approximate solution on each of the partitions and then "glue" them properly. Next we show how we realize this idea.

Let $T_{0}=t_{0}<t_{1}<\ldots>t_{2^{N}}=T$ be the partition of the interval $\left[T_{0}, T\right]$ so that for each $\left[t_{k}, t_{k+1}\right]=[\alpha, \beta] \quad\left(k=0,2^{N}-1\right)$ the conditions of Theorem 2.1 are satisfied. Then according to Theorem 2.1 for every $k=\overline{0,2^{N}-1}$ the equation

$$
y^{\prime}=y^{2}+p(t), t \in\left[t_{k}, t_{k+1}\right]
$$

has a solution $y_{k}^{*}(t)$ on $\left[t_{k}, t_{k+1}\right]$ with $y_{k}^{*}\left(t_{k}\right)=0$. Set

$$
\begin{aligned}
& \phi_{0, k}(t) \equiv \exp \left\{-\int_{t_{k}}^{t} y_{k}^{*}(\tau) d \tau\right\}, \phi_{1, k}(t) \equiv \phi_{0, k}(t) \int_{t_{k}}^{t} \frac{d \tau}{\phi_{0, k}^{2}(t)}, \\
& p_{1, k}(t) \equiv \int_{t_{k}}^{t} p(\tau) d \tau, \quad p_{n, k}(t) \equiv \mathbb{P}_{n-1, k}(t) \int_{t_{l}}^{t} \frac{p(\tau)-p_{n-1, k}^{2}(\tau)}{\mathbb{P}_{n-1, k}(\tau)} d \tau,
\end{aligned}
$$

where

$$
\begin{aligned}
\mathbb{P}_{n-1, k}(t) & \equiv \exp \left\{2 \int_{t_{k}}^{t} p_{n-1, k}(\tau) d \tau\right\}, t \in\left[t_{k}, t_{k+1}\right], \quad k=\overline{0,2^{N}-1}, n=2,3, \ldots, \\
\phi_{n, 0, k}(t) & \equiv \exp \left\{-\int_{t_{k}}^{t} p_{n, k}(\tau) d \tau\right\}, \phi_{n, 1, k}(t) \equiv \phi_{n, 0, k}(t) \int_{t_{k}}^{t} \frac{d \tau}{\phi_{n, 0, k}^{2}(t)}, \\
\Phi_{k}(t) & \equiv\left(\begin{array}{cc}
\phi_{0, k}(t) & \phi_{1, k}(t) \\
\phi_{0, k}^{\prime}(t) & \phi_{1, k}^{\prime}(t)
\end{array}\right), \quad \Phi_{n, k}(t) \equiv\left(\begin{array}{cc}
\phi_{n, 0, k}(t) & \phi_{n, 1, k}(t) \\
\phi_{n, 0, k}^{\prime}(t) & \phi_{n, 1, k}^{\prime}(t)
\end{array}\right), t \in\left[t_{k}, t_{k+1}\right],
\end{aligned}
$$

$k=\overline{0,2^{N}-1}, n=1,2, \ldots$ It is not difficult to verify that

$$
\Phi_{k}\left(t_{k}\right)=\Phi_{n, k}\left(t_{k}\right)=\left(\begin{array}{ll}
1 & 0  \tag{3.1}\\
0 & 1
\end{array}\right), k=\overline{0,2^{N}-1}, n=1,2, \ldots
$$

By induction on $m$ define: $t_{1, k} \equiv t_{2 k}, \quad k=\overline{0,2^{N-1}-1}, t_{m+1, k} \equiv t_{m, 2 k}, k=\overline{0,2^{N-m}-1}$, $m=\overline{1, N}$,

$$
\begin{aligned}
\Phi_{1, k}^{0}(t) & \equiv\left\{\begin{array}{l}
\Phi_{2 k}(t), t \in\left[t_{2 k}, t_{2 k+1}\right], \\
\Phi_{2 k+1}(t) \Phi_{2 k}\left(t_{2 k+1}\right),
\end{array},\left[t_{2 k+1}, t_{2 k+2}\right],\right.
\end{aligned}, \begin{aligned}
& \Phi_{n, 2 k}(t), t \in\left[t_{2 k}, t_{2 k+1}\right], \\
& \Phi_{n, 2 k+1}(t) \Phi_{2 k}\left(t_{2 k+1}\right), t \in\left[t_{2 k+1}, t_{2 k+2}\right] .
\end{aligned}
$$

The matrix functions $\Phi_{k}(t), \Phi_{n, k}(t)$ and the intervals $\left[t_{k}, t_{k+1}\right], k=\overline{0,2^{N}-1}$, $n=1,2, \ldots$ we will call the matrix functions and the intervals of level 0 respectively, and the matrix functions $\Phi_{1, k}^{0}(t), \Phi_{1, n, k}^{0}(t)$ and the intervals $\left[t_{1, k}, t_{1, k+1}\right], k=$ $\overline{0,2^{N-1}-1}, n=1,2, \ldots$ we will call the matrix functions and the intervals of level 1 respectively. Let $\phi_{m, k}^{0}(t)$ and $\Phi_{m, n, k}^{0}(t), k=\overline{0,2^{N-m}-1}, n=1,2, \ldots$ be matrix functions of level $m$ on the intervals $\left[t_{m, k}, t_{m, k+1}\right], k=\overline{0,2^{N-m}-1}$ of level $m$. Define by induction on $m$ the matrix functions $\phi_{m, k}^{0}(t)$ and $\Phi_{m, n, k}^{0}(t), k=$ $\overline{0,2^{N-m-1}-1}, n=1,2, \ldots$ on the intervals $\left[t_{m+1, k}, t_{m+1, k+1}\right], k=\overline{0,2^{N-m-1}-1}$ of level $m+1$ respectively as follows:

$$
\begin{aligned}
& \Phi_{m+1, k}^{0}(t) \equiv\left\{\begin{array}{l}
\Phi_{m, k}^{0}(t), t \in\left[t_{m, k}, t_{m, k+1}\right], \\
\Phi_{m, k+1}^{0}(t) \Phi_{m, k}^{0}\left(t_{m, k+1}\right), t \in\left[t_{m, k+1}, t_{m, k+2}\right],
\end{array}\right. \\
& \Phi_{m+1, n, k}^{0}(t) \equiv\left\{\begin{array}{l}
\Phi_{m, n, k}^{0}(t), t \in\left[t_{m, k}, t_{m, k+1}\right], \\
\Phi_{m, n, k+1}^{0}(t) \Phi_{m, n, k}^{0}\left(t_{2 k+1}\right), t \in\left[t_{m, k+1}, t_{m, k+2}\right], \\
k=\overline{0,2^{N-m-1}-1}, m=\overline{1, N-1}, n=1,2, \ldots .
\end{array}\right.
\end{aligned}
$$

Set: $\Phi_{*}(t) \equiv \Phi_{N, 0}^{0}(t), \Phi_{*, n}(t) \equiv \Phi_{N, n, 0}^{0}(t), t \in\left[t_{N, 0}, t_{N, 1}\right]=\left[T_{0}, T\right], n=1,2, \ldots$.
Since $\Phi_{*}^{0}\left(T_{0}\right)=\Phi_{0}\left(T_{0}\right)=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ by the uniqueness theorem and (2.3), (2.15) the matrix function $\Phi_{*}^{0}(t)$ is a fundamental matrix of Eq. (1.1) on $\left[T_{0}, T\right]$. Next our goal is to estimate

$$
\max _{t \in\left[T_{0}, T\right]}\left\|\Phi_{*}(t)-\Phi_{*, n}(t)\right\| .
$$

Let $c_{k}$ be a constant for which the conditions of Theorem 2.1 with $[\alpha, \beta]=\left[t_{k}, t_{k+1}\right]$ are satisfied $\left(k=\overline{0,2^{N}-1}\right)$. Set:
$d_{k} \equiv\|p\|_{\left[k_{k}, t_{k+1}\right]}, \rho_{k} \equiv\left(t_{k+1}-t_{k}\right) e^{\left(t_{k+1}-t_{k}\right) c_{k}} \min \left\{d_{k}, c_{k}\right\}, \rho \equiv \max \left\{\rho_{k}, k=\overline{0,2^{N}-1}\right\}$,
$S_{k+1} \equiv \max \left\{1+\frac{1}{t_{k+1}-t_{k}}+c_{k}, 3+c_{k}\right\}, k=\overline{0,2^{N}-1}, \quad S \equiv \max \left\{S_{k}, k=\overline{1,2^{N}}\right\}$.
Then by Corollary 2.1 (see (2.22)) we have

$$
\begin{equation*}
\left\|\Phi_{k}(t)-\Phi_{n, k}(t)\right\| \leq S E_{n}(\rho), t \in\left[t_{k}, t_{k+1}\right], \quad k=\overline{0,2^{N}-1}, \quad n=1,2, \ldots \tag{3.2}
\end{equation*}
$$

Set

$$
\begin{aligned}
\Delta_{0, n} & \equiv \max _{k=\overline{0,2^{N}-1} t \in\left[t_{k}, t_{k+1}\right]}\left\|\Phi_{k}(t)-\Phi_{n, k}(t)\right\|, \\
\Delta_{m, n} & \equiv \underset{k=0, \max _{0,2^{N-m}-1} t \in\left[t_{m, k}, t_{m, k+1}\right]}{ }\left\|\Phi_{m, k}^{0}(t)-\Phi_{m, n, k}^{0}(t)\right\|, \quad m=\overline{1, N}, n=1,2, \ldots
\end{aligned}
$$

By (2.4) we have
$\left\|\Phi_{1, k}^{0}(t)-\Phi_{1, n, k}^{0}(t)\right\|=\left\|\Phi_{2 k+1}(t) \Phi_{2 k}\left(t_{2 k+1}\right)-\Phi_{n, 2 k+1}(t) \Phi_{n, 2 k}\left(t_{2 k+1}\right)\right\| \leq \| \Phi_{2 k+1}(t)-$
$\Phi_{n, 2 k+1}(t)\| \| \Phi_{2 k}\left(t_{2 k+1}\right)\|+\| \Phi_{2 k}\left(t_{2 k+1}\right)\| \| \Phi_{2 k}\left(t_{2 k+1}\right)-\Phi_{n, 2 k}\left(t_{2 k+1}\right) \|, t \in\left[t_{2 k+1}, t_{2 k+2}\right]$.
Hence,

$$
\begin{align*}
& \left\|\Phi_{1, k}^{0}(t)-\Phi_{1, n, k}^{0}(t)\right\| \leq\left\|\Phi_{2 k}\left(t_{2 k+1}\right)\right\|\left\|\Phi_{2 k+1}(t)-\Phi_{n, 2 k+1}(t)\right\|+ \\
+ & \left|\Phi_{2 k+1}(t)-\Phi_{n, 2 k+1}(t)\left\|\mid \Phi_{2 k+1}\left(t_{2 k+1}\right)-\Phi_{n, 2 k+1}\left(t_{2 k+1}\right)\right\|+\right. \\
+ & \left\|\Phi_{2 k+1}(t)\right\|\left\|\Phi_{2 k}\left(t_{2 k+1}\right)-\Phi_{n, 2 k}\left(t_{2 k+1}\right)\right\|, t \in\left[t_{2 k+1}, t_{2 k+2}\right], k=\overline{0,2^{N_{1}}-1} \tag{3.3}
\end{align*}
$$

For any $\zeta \in\left[T_{0}, T\right]$ denote by $\Phi(\zeta ; t)$ the fundamental matrix of Eq. (1.1) with $\Phi(\zeta ; \zeta)=\left(\begin{array}{cc}1 & 0 \\ 0 & 1\end{array}\right)$. Set $M \equiv \max _{\zeta \in\left[T_{0}, T\right]} \max _{t \in[\zeta, T]}\|\Phi(\zeta ; t)\|$. Then from (3.3) it follows

$$
\left\|\Phi_{1, k}^{0}(t)-\Phi_{1, n, k}^{0}(t)\right\| \leq 2 M \Delta_{0, n}+\Delta_{0, n}^{2}, \quad t \in\left[t_{2 k+1}, t_{2 k+2}\right]
$$

By obvious inequality $M \geq 1$ from here it follows

$$
\left\|\Phi_{1, k}^{0}(t)-\Phi_{1, n, k}^{0}(t)\right\| \leq 2 M \Delta_{0, n}+\Delta_{0, n}^{2}, \quad t \in\left[t_{1, k}, t_{1, k+1}\right]
$$

Hence

$$
\Delta_{1, n} \leq 2 M \Delta_{0, n}+\Delta_{0, n}^{2}
$$

and in general for any $m=0,1, \ldots, N-1$ it can be shown that

$$
\begin{equation*}
\Delta_{m+1, n} \leq 2 M \Delta_{m, n}+\Delta_{m, n}^{2} \tag{3.4}
\end{equation*}
$$

From here we obtain
$\Delta_{m+2, n} \leq(2 M)^{2} \Delta_{m, n}+\left(2 M+(2 M)^{2}\right) \Delta_{m, n}^{2}+4 M \Delta_{m, n}^{3}+\Delta_{m, n}^{4}, m=\overline{0,2^{N-2}}, n=1,2, \ldots$,
$\Delta_{m+3 . n} \leq(2 M)^{3} \Delta_{m, n}+\left[(2 M)^{2}+(2 M)^{3}+(2 M)^{4}\right] \Delta_{m, n}^{2}+16 M^{2} \Delta_{m, n}^{3}+$
$\left[4 M^{2}+48 M^{3}+16 M^{4}\right] \Delta_{m, n}^{4}+\left[24 M^{2}+32 M^{3}\right] \Delta_{m, n}^{5}+\left[4 M+8 M^{2}\right] \Delta_{m, n}^{6}+8 M \Delta_{m, n}^{7}+\Delta_{m, n}^{8}$.
and finally

$$
\max _{t \in\left[T_{0}, T\right]}\left\|\Phi_{*}(t)-\Phi_{*, n}(t)\right\|=\Delta_{N, n} \leq(2 M)^{N} \Delta_{0, n}+\Delta_{0, n}^{2} Q_{N}\left(\Delta_{0, n}\right), \quad n=1,2, \ldots
$$

where $Q_{N}(t)$ is a polynomial of degree $2^{N}-2$, with positive coefficients (depending only on $M$ ) such that $Q_{N}(0) \neq 0$. From here and from (3.2) we obtain the following immediately

Theorem 3.1. The sequence $\left\{\Phi_{*, n}(t)\right\}_{n=1}^{+\infty}$ converges to the fundamental matrix $\Phi_{*}(t)$ of Eq. (1.1) $\left(\Phi_{*}\left(T_{0}\right)=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)\right)$ on $\left[T_{0}, T\right]$ by the norm of matrices uniformly in $t$ and the following estimates are valid

$$
\max \left\|\Phi_{*}(t)-\Phi_{*, n}(t)\right\| \leq(2 M)^{N} S E_{n}(\rho)+\left(S E_{n}(\rho)\right)^{2} Q_{N}\left(S E_{n}(\rho)\right), \quad n=1,2, \ldots
$$

## 4. EXAMPLES

In this section we show how fast the proposed approximation can converge. Consider the Mathieu equation (see [12], [13], p. 111)

$$
\begin{equation*}
\phi^{\prime \prime}+(1-\varepsilon+\delta \cos 2 t) \phi=0, \quad t \in\left[T_{0}, T\right] \tag{4.1}
\end{equation*}
$$

In the case $\varepsilon=\delta=0$ this equation becomes an equation with constant coefficients, that is:

$$
\phi^{\prime \prime}+\phi=0, \quad t \in\left[T_{0}, T\right]
$$

Obviously for this equation the matrix function

$$
\Phi_{0}(t ; \zeta) \equiv\left(\begin{array}{cc}
\cos (t-\zeta) & \sin (t-\zeta \\
-\sin (t-\zeta) & \cos (t-\zeta)
\end{array}\right),\left(T_{0} \leq \zeta \leq t \leq T\right)
$$

is its fundamental matrix with $\Phi_{0}(\zeta ; \zeta)=\left(\begin{array}{cc}1 & 0 \\ 0 & 1\end{array}\right)$ for all $\zeta \in\left[T_{0}, T\right]$. It is also obvious that $\left\|\Phi_{0}(t ; \zeta)\right\| \leq \sqrt{2}, \quad T_{0} \leq \zeta \leq t \leq T$. Due to this we will assume that the parameters $\varepsilon$ and $\delta$ are so small, that

$$
\begin{equation*}
\|\Phi(t ; \zeta)\| \leq 2, \quad T_{0} \leq \zeta \leq t \leq T \tag{4.2}
\end{equation*}
$$

where $\Phi(t ; \zeta)$ is the fundamental matrix for Eq. (4.1) with $\Phi(\zeta ; \zeta)=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ for all $\zeta \in\left[T_{0}, T\right]$.
Example 4.1. Let $n=2, \quad\left[T_{0}, T\right]=[0,1]$. Take $t_{k}=\frac{k}{8}, k=\overline{0,8}$. For this case we have $\|p\| \leq 1, N=3$ and by (4.2) $M=2$. Then it is not difficult to check that the conditions of Theorem 2.1 with $[\alpha, \beta]=\left[t_{k}, t_{k+1}\right] c_{k}=\frac{1}{7} \quad(k=\overline{0, t})$ are satisfied for Eq. (4.1). It is not difficult to verify also, that for this case $\rho=\max _{k=0,8} \rho_{k}=\frac{1}{56} e^{\frac{1}{56}}<$ $\frac{1}{55}$. Then $S=1+8+\frac{1}{7}$, and $S E_{2}(\rho) \leq \frac{64}{21}\left(\frac{1}{55}\right)^{4}$. Then applying (3.4) three times for successive estimation of $\Delta_{1,2}, \Delta_{2,2}, \Delta_{3,2}$ via $S E_{2}(\rho)\left(\Delta_{1,2}\right.$ via $\Delta_{0,2}=S E_{2}(\rho), \Delta_{2,2}$ via $\Delta_{1,2}$ and $\Delta_{3,2}$ via $\Delta_{2,2}$ ) from here we obtain

$$
\left\|\Phi_{*}(t)-\Phi_{*, 2}(t)\right\| \leq 0.00003, t \in[0,1]
$$

Example 4.2. Let $n=2, \quad\left[T_{0}, T\right]=[0,8]$. Take $t_{k}=\frac{k}{16}, \quad k=\overline{0,128}$. For this case we have $N=7, \quad M=2$. Then it is not difficult to verify that for $c_{k}=\frac{1}{15}(k=\overline{0,127})$ the conditions of Theorem 2.1 with $[\alpha, \beta]=\left[t_{k}, t_{k+1}\right]$ for Eq. (4.1) are satisfied. It is also not difficult to verify that for this case $\rho=\max _{k=\overline{0,128}} \rho_{k}=\frac{1}{240} e^{\frac{1}{240}}<\frac{1}{238}$. Hence, since for this case $S=\frac{256}{15}$, we have

$$
\Delta_{0,2}=S E_{2}(\rho)<\frac{256}{135}\left(\frac{1}{238}\right)^{4}
$$

Then applying (3.4) for successive estimations of $\Delta_{1,2}, \ldots, \Delta_{7,2}$ via $\Delta_{0,2}$ from here we obtain

$$
\left\|\Phi_{*}(t)-\Phi_{*, 2}(t)\right\| \leq 0.000001, \quad t \in[0,8]
$$

Example 4.3. Let $n=3, \quad\left[T_{0}, T\right]=[0,128]$. Take $t_{k}=\frac{k}{4}, \quad k=\overline{0,512}$. For this case we have $N=9, M=2$. Then it is not difficult to verify that for $c_{k}=\frac{1}{3}(k=\overline{0,511})$
the conditions of Theorem 2.1 with $[\alpha, \beta]=\left[t_{k}, t_{k+1}\right]$ for Eq. (4.1) are satisfied. For this case we have $\rho=\max _{k=\overline{0,128}} \rho_{k}=\frac{1}{12} e^{\frac{1}{12}}<\frac{1}{11}$. Hence, since for this case $S=\frac{16}{3}$, we have

$$
\Delta_{0,2}=S E_{2}(\rho)<\frac{16}{189}\left(\frac{1}{11}\right)^{8}
$$

Then applying (3.4) for successive estimations of $\Delta_{1,2}, \ldots, \Delta_{9,2}$ via $\Delta_{0,2}$ from here we obtain

$$
\left\|\Phi_{*}(t)-\Phi_{*, 3}(t)\right\| \leq 0.00004, \quad t \in[0,128] .
$$

Example 4.4. Let $n=4, \quad\left[T_{0}, T\right]=[0,1048576]$. Take $t_{k}=\frac{k}{4}, k=\overline{0,512}$. For this case we have $N=22, \quad M=2$,

$$
S E_{4}(\rho)<\frac{16}{3} \frac{1}{3^{4} 7^{2} 15}\left(\frac{1}{11}\right)^{16}
$$

and, finally, the estimate

$$
\left\|\Phi_{*}(t)-\Phi_{*, 4}(t)\right\| \leq 0.0000001, t \in[0,1048576]
$$

Remark 4.1. The values of the elements of the matrices $\Phi_{*, n}(t), n=1,2$ can be effectively calculated in the particular case when $p(t)=\sum_{j=1}^{N}\left[a_{j} t^{j}+\frac{b_{j}}{t+c_{j}}+\frac{e_{j}}{t^{2}+f_{j}}\right]$, $t+c_{j} \neq 0, \quad f_{j} \geq 0, j=\overline{1, N}, \quad t \geq t_{0}$.

## REFERENCES

[1] A. A. Anulo, A. Sh. Kibrit, G. G. Gonfa, A. D. Negasa, Numerical Solution of Linear Second Order Ordinary Differential Equations with Mixed Boundary Conditions by Galerkin Method, Mathematics and Computer Science, vol. 2, issue 5, 2017, pp. 66-78.
[2] F. W. J. Olver, Numerical Solution of Second-Order Linear Difference Equations. Journal of Research of the National Bureou of Standards - B, Mathematics and Mathematical Physics, vol. 71 B, Nos. 2 and 3, 1967, pp. 111-129.
[3] Y. A. Yahaya and A. M. Badmus, A class of collocation methods for general second order ordinary differential equations, African Journal of Mathematics and Computer Sciences Research, vol 2 (4) 2009, pp. 069-072.
[4] T. Chen, W. Chen, G. Chen, H. He, Recursive formulation of WKB solution for linear timevarying dynamic systems, Acta Mech., vol 232, 2021, pp. 907-920.
[5] O. A. Taivo and J. A. Osilagun, On Approximate Solution of Second Order Differential Equations by Iterative decomposition Method, Asian Journal of Mathematics and Statistics, 4 (1), 2011, pp. 1-7.
[6] Md. J. Hossein, Md. Sh. Alam, Md. B. Hossein, A Study on Numerical Solution of Second Order Initial Value Problem (IVP) for Ordinary Differential Equations with Four order and Butcher's Fifth Order Runge Kutta Method, American Journal of Computational and Applied Mathematics, 7 (5), 2017, pp 129-137.
[7] N. Waeleh \& Z. A. Majid, Numerical Algorithm of Block Method for General Second Order ODEs using Variable Step Size, Sains Malaysiana, 46 (5), 2017, pp. 817-824.
[8] N. Echi, Approximate Solution of Second-Order Linear Differential Equation, Open Access Scientific Reports, vol. 2, issue 1, 2013, pp. 1-5.
[9] J. E. Mamadu, I. N. Njoseh, Tau-Collocation Approximation Approach for Solving First and Second Order Ordinary Differential Equations, Journal of Applied Mathematics and Physics, 4, 2016, pp. 384-390.
[10] T. G. Nezbajlo, Theory of integration of linear ordinary differential equations, Sanct Peterburg, 2007, 160 pages.
[11] Ph. Hartman, Ordinary differential Equations. Second Edition, SIAM, 2002.
[12] N. W. McLachlan, Theory and Application of Mathieu Functions. Oxford: Claredon Press, 1947.
[13] L. Chezari, Asimptoticheskoe povedenie i ustoichivost reshenii obyknovennykh differentsialnykh uravnenii, Mir, M., 1964.
(Received: February 13, 2023)
(Revised: October 18, 2023)

Gevorg A. Grigorian
Institute of Mathematics NAS of Armenia 0019 Armenia c. Yerevan, str. M. Bagramian 24/5
phone: 0986203 05, 010354861
e-mail: mathphys2@instmath.sci.am


[^0]:    2010 Mathematics Subject Classification. 34D20.
    Key words and phrases. Riccati equation, Peano's existence theorem, second order linear ordinary differential equations, fundamental matrices of level $m$, gluing of fundamental matrices.

